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p A promising research direction.
p Providing a real-time interactive environment, making the machine

more intelligent.
p An application instead of a technology. But it provides scenarios for

cutting-edge technologies. E.g., reinforcement learning, debiasing,
interactive recommendations, causal inference, graph neural
networks, and the technologies used in NLP or CV.

Conversational Recommender System (CRS), in my opinion, is
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On arXiv, released in Jan 2021. Link: https://arxiv.org/abs/2101.09459

https://arxiv.org/abs/2101.09459
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1. Background and Motivation.
Ø Recent trends of CRSs.
Ø Our definition of CRSs.
Ø Framework of CRSs.
Ø Difference between CRSs and (1) traditional recommendation,

(2) dialogue systems, and (3) interactive recommendation.
2. Five Important Challenges.
3. Promising Future Directions.



1958

University of Science and Technology of China

Chongming Gaov1.1 Recent trends of CRSs

Searching results of “Conversation* Recommend*” on DBLP, * is a wildcard.

There are 148 unique publications up to now, and we only visualize the top 10 venues in
the circle chart, which contain 53 papers out of all 148 papers at all 89 venues.

Growing trend
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“A recommendation system that can 
elicit the dynamic preferences of 
users and take actions based on their 
current needs through real-time 
multiturn interactions using natural 
language.”

Our Definition of the CRS:

Figure: A toy example of the CRS.
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Our summarized framework of CRSs:

User
Interface

Recommender
Engine
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ons

Recomm
endati
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§ Natural Language 
Understanding and 
Generation.

§ Trade-off between 
Exploration and 
Exploitation.

Explan
ations

§ Question-based User 
Preference Elicitation.

§ Multi-Turn Conversational 
Recommendation Strategies.

Conversation
Strategy
Module

§ Evaluation and User Simulation.

Figure: Illustration of the general framework of CRSs and our 
identified five primary challenges on the three main components.
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Traditional recommender systems (RSs) and CRSs

p When estimating the user preference, RSs use static user-machine
interaction. It has disadvantages: failure to answer two important 
questions:
1. What exactly does a user like? (E.g., clickbait, wrong decisions)
2. Why does a user like an item? (E.g., curious, affected by friends)

p Fortunately, CRSs resort to the dynamic interaction, which naturally
addressed the two questions above.
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Traditional recommender systems (RSs) and CRSs

CRS:
Eliciting user preference through

multi-turn conversations.
And makes confident

recommendations.

Searching:
User's Intention is clear, 

explicitly indicated by query

Recommendation:
User's Intention is unclear, 

implicitly revealed in history.

CRSs can bridge the gap between the search engines and recommender systems.
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Interactive recommender systems (IRSs) and CRSs

p IRSs can be deemed as an early form of CRSs.
p IRSs work by repeating the following two procedure, which is

stiff, inflexible, and inefficient:
1. Making a list of recommendations.
2. Collecting user feedback, and adjust strategies. Jump to 1.

p CRSs introduce miscellaneous types of interaction.
• It elicits user preferences by asking questions about attributes,

which is efficient.
• It only makes recommendations when the confidence is high, which

improves user experience.
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Playing Media

BookingShopping

Chit chat

Chit chat

(a) Task-oriented dialogue systems (b) Chatbots

Setting 
Memos

v1.4 Difference of CRSs and other systems

Task-oriented Dialogue Systems and CRSs
p Problems in dialogue systems:

• Focusing on deep end-to-end NLP models
to fit the patterns from human
conversations.

• Failure to generate new conversation;
failure to produce satisfying
recommendation (Jannach et al.).

p Main focus of CRSs:
• Aiming to elicit accurate user preferences,

and generate high-quality recommendations.
Not focusing on language.

Figure: Two types of dialogue systems

Dietmar Jannach and Ahtsham Manzoor. 2020. End-to-End Learning for Conversational Recommendation: A Long Way to Go? (RecSys Workshop 2020)
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1. Background and Motivation.
2. Five Important Challenges.

Ø Question-based User Preference Elicitation.
Ø Multi-turn Conversational Recommendation Strategies.
Ø Natural Language Understanding and Generation.
Ø Trade-offs between Exploration and Exploitation (E&E).
Ø Evaluation and User Simulation.

3. Promising Future Directions.
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Two kinds of questions asking methods

Asking about Items Asking about Attributes

Figure Credit: Tong Yu, Yilin Shen, and Hongxia Jin. A Visual Dialog 
Augmented Interactive Recommender System. KDD‘ 19

Figure Credit: Shijun Li et al. Seamlessly Unifying Attributes and 
Items: Conversational Recommendation for Cold-Start Users. 
TOIS’ 2021. 
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Classification common
CRSs w.r.t.:
• Asking mechanism
• Basic model
• Type of user feedback
• Multi-turn strategy
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A classic example, in which the CRS asks the questions and
generates questions based on the generated paths on the graph.

Hi! I'm looking for a dance
music artist.

Do you like rock music? 

Yes! I like it!

Do you like pop music? 

Yes! I like it!

You may like music artist 
Michael Jackson !

Yes! Thank you!

Turn 1

Ask attribute

𝑇𝑂𝑀

dance

𝐻𝑎𝑙ݑ

Thomas 

trip-hop

rock

Michael 
Jackson

𝑆𝑖𝑚𝑛
𝐶ݐݎݑ𝑖ݏ

Alice

𝑊𝑎𝑔𝑛
𝐶ℎݎ𝑖ݐݏ

pop

electronic

𝑇ℎ𝑒 𝑃ݓ𝑒ݎ
𝑆ݐ𝑎ݐ𝑖𝑛

𝐵𝑙𝑐
𝑃𝑎ݕݐݎ

User start

Turn 1

Turn 2

Turn 2

Walk

Turn 3 Walk

Turn 4
Recommend

Turn 3

Ask attribute

Walk

Walk

Turn 4

Recommend

Walk

Walk

Figure 1: An illustration of interactive path reasoning in
CPR. As the convention of this paper, light orange, light
blue, and light gold vertices represents the user, attribute
and items respectively. For example, the artiest Michael
Jackson is an item and and the attributes are rock, dance etc.

and attributes as well as other relevant entities. An edge between
two vertices represent their relation, for example, a user-item edge
indicates that the user has interacted with the item, and a user-
attribute edge indicates that the user has a�rmed an attribute in
a conversation session. A conversation session in our CPR is ex-
pressed as a walking in the graph. It starts from the user vertex,
and travels in the graph with the goal to reach one or multiple item
vertices the user likes as the destination. Note that the walking is
navigated by users through conversation. This means, at each step,
a system needs to interact with the user to �nd out which vertex to
go and takes actions according to user’s response.

We now go through an example in Figure 1 to better understand
the process. A user TOM is seeking a recommendation of music
artists. The walking starts from the user vertex (“TOM”), and the
session is initialized by the user-speci�ed attribute (“dance”). Ac-
cordingly, the system makes its �rst step from “TOM” to “dance”.
Afterwards, the system identi�es an adjacent attribute (c.f. Sec 4.1)
vertex on the graph to consult the user, or recommendation a list
of items. If the user con�rms his preference to the asked attribute,
the system will transit to that attribute vertex. However, if the
user rejects the attribute, or rejects a recommendation, the system
will stay at the same vertex and consult the user for another at-
tribute. The session will repeat such cycle multiple times until the
recommended items are accepted by the user1.

The proposed CPR framework, as a new angle of conducting
conversational recommendation, conceptually brings several merits
to the development of CRS:

1. It is crystally explainable. It models conversational recommenda-
tion as an interactive path reasoning problem on the graph, with
each step con�rmed by the user. Thus, the resultant path is the
correct reason for the recommendation. This makes better use of
the �ne-grained attribute preference than existing methods that
only model attribute preference in latent space such as [13].

2. It facilitates the exploitation of the abundant information by intro-
ducing the graph structure. By limiting the candidate attributes
to ask as adjacent attributes of the current vertex, the candidate

1In our descriptions on graphs, we sometime directly use the word item, attribute or
user to refer to their corresponding vertices for simplicity.

space is largely reduced, leading to a signi�cant advantage com-
pared with existing CRS methods like [13, 24] that treat almost all
attributes as the candidates.

3. It is an aesthetically appealing framework which demonstrates
the natural combination and mutual promotion of conversation
system and recommendation system. On one hand, the path walk-
ing over the graph provides a natural dialogue state tracking for
conversation system, and it is believed to be e�cient to make the
conversation more logically coherent [12, 14]; on the other hand,
being able to directly solicit attribute feedback from the user, the
conversation provides a shortcut to prune o� searching branches
in the graph.

To validate the e�ectiveness of CPR, we provide a simple yet ef-
fective implementation called SCPR (SimpleCPR), targeting at the
multi-round conversational recommendation (MCR) scenario (c.f.
Sec 3). We conduct experiments on the Yelp and LastFM datasets,
comparing SCPR with state-of-the-art CRS methods [13, 24] which
also use the information of user, item and attribute but does not
use graph. We analyze the properties of each method under dif-
ferent settings, including di�erent types of questions (binary and
enumerated) and di�erent granularity of attributes. We �nd that
SCPR outperforms existing methods on recommendation success
rate, especially in the settings where the attribute space is larger.

In summary, our contributions are two-folds:

• We propose the CPR framework to model conversational recom-
mendation as a path reasoning problem on a heterogeneous graph
which provides a new angle of building CRS. To the best of our
knowledge, it is the �rst time to introduce graph-based reasoning
to multi-round conversational recommendation.

• To demonstrate the e�ectiveness of CPR, we provide a simple
instantiation SCPR, which outperforms existing methods in vari-
ous settings. We �nd that, the larger attribute space is, the more
improvements our model can achieve.

2 RELATEDWORK
The success of a recommendation system hinges on o�ering the
relevant items of user interest accurately and timely. At beginning,
recommendation systems are largely built on the collaborative �l-
tering hypothesis to infer a distributed representation of the user
pro�le. Representative models include matrix factorization [11]
and factorization machines [9, 20]. However, by nature, these ap-
proaches su�er from two intrinsic problems. The �rst one is the
inability of capturing user dynamic preferences with the strict
assumption that a user’s interest is static over the long-term hori-
zon [23]. The second problem is the weak explainability as the
user preference representation is only a continuous vector. Later
works try to introduce Markov models [21] and multi-arm bandit
methods [28] to solve the dynamic problem but the explainability
still remains to be unsatisfactory.

Recently,Graph-based recommendationmethods attract in-
creasing research attention. One line of research leverages on the
better expressiveness of the graph. They either explore implicit
properties like collaborative signals [25, 35] from the global connec-
tivities, or focus on yielding better representations of user/items
by incorporating latent network embeddings [30]. Another line of

Figure Credit: Wenqiang Lei et al. Interactive Path Reasoning on Graph for Conversational Recommendation. KDD‘ 20
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1. Background and Motivation.
2. Five Important Challenges.

Ø Question-based User Preference Elicitation.
Ø Multi-turn Conversational Recommendation Strategies.
Ø Natural Language Understanding and Generation.
Ø Trade-offs between Exploration and Exploitation (E&E).
Ø Evaluation and User Simulation.

3. Promising Future Directions
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The commonly used multi-turn strategies in CRSs

These studies are not related to either asking questions or elicit
preference, but various strategies from a broader perspective. E.g.,
learn to suggest, bargain, negotiate, and persuade in conversations.

Strategies of asking questions
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Two exemplary CRS workflows
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items containing the attribute, bene�tting the RC by reducing
uncertainty in item ranking. However, if the answer is no, the
CRS expends a conversation turn with less gain to the RC. As
such, towards achieving the goal of hitting the right items with
fewer turns, the CC needs to carefully consider whether the user
will like the asked attribute. This is exactly the job of the RC
which scrutinizes the user’s historical behavior.

• When to recommend items? With su�cient certainty, the CC
should push the recommendations generated by the RC. A good
timing to push recommendations should be when 1) the candidate
space is small enough; when 2) asking additional questions is
determined to less useful or helpful, from the perspective of
either information gain or user patience; and when 3) the RC is
con�dent that the top recommendations will be accepted by the
user. Determining the appropriate timing should take both the
conversation history of the CC and the preference estimation of
the RC into account.

• How to adapt to users’ online feedback? After each turn, the
user gives feedback, e.g., yes/no on the queried attribute, or ac-
cept/reject the recommended items. (1) For “yes” on the attribute,
both user pro�le and item candidates need to be updated so as
to generate better recommendations; this requires the o�ine RC
training to take such updates into account. (2) For “no” on the
attribute, the CC needs to adjust its strategy accordingly. (3) If
the recommended items are rejected, the RC model needs to be
updated to incorporate such a negative signal. Although adjust-
ments may seem only to impact either the RC or CC, we show
that such actions actually impact both.
Towards the deep interaction between CC and RC, we propose

a new solution named Estimation–Action–Re�ection (EAR), which
consists of three stages. Note that the stages do not necessarily align
with each of the above problems. (a) Estimation, which builds pre-
dictive models o�ine to estimate user preference on items and item
attributes. Speci�cally, we train a factorization machine [28] (FM)
using user pro�les and item attributes as input features. Our Esti-
mation stage builds in two novel advances: 1) the joint optimization
of FM on the two tasks of item prediction and attribute prediction,
and 2) the adaptive training of conversation data with online user
feedback on attributes. (b) Action, which learns the conversational
strategy that determines whether to ask or recommend, and what
attribute to ask. We train a policy network with reinforcement
learning, optimizing the reward of shorter turns and successful
recommendations based on the FM’s estimation of user preferred
items and attributes, and the dialogue history. (c) Re�ection, which
adapts the CRS with user’s online feedback. Speci�cally, when a
user rejects the recommended items, we construct new training
triplets by treating the items as negative instances and update the
FM in an online manner. In summary, the main contributions of
this work are as follows:
• We comprehensively consider a multi-round CRS scenario that is
more realistic than previous work, highlighting the importance
of researching into the interactions between the RC and CC to
build an e�ective CRS.

of exposition, we have chosen to avoid open questions that do not constrain user
response for now. Even interpreting user responses to such questions is considered a
challenging task [6].

Reply	Attribute

Ask	Attribute

Recommend	Items

User System
Quit

Accept	Recom
Initiate	an	Attribute

End

System	Action

Reject Items

User	Response

0.	Start
Loop

2.	Respond

1.	Decide

Figure 1: The work�ow of our multi-round conversational
recommendation scenario. The system may recommend
items multiple times, and the conversation ends only if the
user accepts the recommendation or chooses to quit.

• We propose a three-stage solution, EAR, integrating and revising
several RC and CC techniques to construct a solution that works
well for the conversational recommendation.

• We build two CRS datasets by simulating user conversations to
make the task suitable for o�ine academic research. We show
our method outperforms several state-of-the-art CRS methods
and provide insight on the task. Datasets and source code will be
released to promote further studies.

2 MULTI-ROUND CONVERSATIONAL
RECOMMENDATION SCENARIO

Following [8], we denote one trial of recommendation as a round.
This paper considers conversational recommendation as an inher-
ently multi-round scenario, where a CRS interacts with the user by
asking attributes and recommending items multiple times until the
task succeeds or the user leaves. To distinguish the two, we term the
setting single-round where the CRS only makes recommendations
once, ending the session regardless of the outcome, as in [8, 31].

We now introduce the notation used to formalize our setting.
Let u 2 U denote a user u from the user setU and � 2 V denote
an item � from the item set V . Each item � is associated with a
set of attributes P� which describe its properties, such as music
genre “classical” or “jazz” for songs in LastFM, or tags such as
“nightlife”, “serving burgers”, or “serving wines” for businesses in
Yelp. We denote the set of all attributes as P and use p to denote a
speci�c attribute. Following [31, 40], a CRS session is started with
u’s speci�cation of a preferred attribute p0, then the CRS �lters
out candidate items that contain the preferred attribute p0. Then in
each turn t (t = 1, 2, ...,T ; T denotes the last turn of the session),
the CRS needs to choose an action: recommend or ask:
• If the ������ is recommend, we denote the recommended item
list Vt ⇢ V and the action as ar ec . Then the user examines
whetherVt contains his desired item. If the feedback is positive,
this session succeeds and can be terminated. Otherwise, we mark
Vt as rejected and move to the next round.

• If the ������ is ask (where the asked attribute is denoted as
pt 2 P and the action as aask (pt )), the user states whether he
prefers items that contain the attribute pt or not. If the feedback
is positive, we add pt into Pu to denote the preferred attributes

2

Figure Credit: Wenqiang Lei et al. Estimation-Action-Reflection: 
Towards Deep Interaction Between Conversational and Recommender 
Systems. WSDM’ 20.

Figure Credit: Yongfeng Zhang et al. Towards Conversational Search 
and Recommendation: System Ask, User Respond. CIKM’ 18

They are similar in the design but different in implementation.
statistical methods, such as the partially observable Markov deci-
sion processes (POMDP-based) for dialog modeling [43]. Recently,
neural approaches to dialog systems have attracted much attention
in the NLP community [4, 14, 36], and several standard toy tasks for
neural dialog modeling and evaluation have been proposed [10, 37].

With the ability of logical inference on textual inputs, Memory
Network (MemNN) [13, 32, 38] has been one of the state-of-the-
art approaches to dialog systems [4, 10, 19], as well as several
other closely related tasks, including question answering [5, 17,
19, 40], language learning [39], and machine reading [24, 29], etc.
Memory networks exhibit close alignment with the conversational
search task – by learning word embeddings and using attention
mechanisms to select important signals from query and item, it
helps to alleviate vocabulary mismatch between user responses
and machine knowledge, and to improve search performance by
focusing on the important signals for the current conversation.

3 PROBLEM FORMALIZATION
3.1 A System Ask User Respond (SAUR) Paradigm
We believe a key advantage of conversational search/rec is that the
system can ask questions from the users actively, so as to understand
the user needs accurately, and to increase its con�dence with the
search results. Based on this philosophy, we design a conversational
search/rec paradigm as shown in Figure 2.

After the user initiates a conversational search by providing an
initial request (which happens only once in the �ow), the system
conducts search with the search module based on the request and
the candidate items. If the system is not con�dent with the results,
then it will generate a question to ask based on the question module,
which also considers the user request and item representations.

After user gives a response to the question, the system enters the
loop again, but now, the system not only considers the user’s initial
request for search and question generation, but also the newly col-
lected question-answer pair, which contains new information about
the user needs in this search task. In each of the following loops
when the system is not con�dent, both the search and question gen-
eration modules will take initial request, candidate items, and all of
the previously collected question-answer pairs into consideration.

Once the system is con�dent of the results in a certain loop, it will
display the results to the user. According to the interactive interface
used in practice, we may choose to display di�erent numbers of
results, e.g., to display the top-1 result in voice-based interface such
as Amazon Echo, or top-5 results in visual interface such as Echo
Show. The conversation will stop if the user is satis�ed with the
results, otherwise, the system will enter the loop again by asking a
new question to understand the user needs better.

3.2 Notations and Statement of the Problem
Suppose the system provides conversational search service forM
users U = {u1,u2 · · ·uM } over N items V = {�1,�2 · · ·�N }. In
this work, each item �j 2 V is a product in e-commerce, and each
item is accompanied with a textual description Tj . Key notations
used throughout the work are summarized in Table 1.

After user ui purchases item �j , the user will write a piece of
textual review Ri j on the product to describe the objective aspects
of the product and/or her subjective opinions on the aspects, where

Initial
Request

Question
Response Search	Module

Item	Representation

Question	ModuleNoYes

High

Low

Question

Result

Confidence

Result	
Response

User System

Figure 2: A work�ow for conversational search/rec system.

the aspects could be operating system, screen size, etc, as in Figure 1.
We transform a textual review into a question-answer sequence to
simulate the conversation that resulted in this purchase behavior.
Speci�cally, suppose the purchased item �j is of category c , and
the user commented on K product aspects in the review, which
– according to the order they were mentioned – are p1,p2 · · ·pK ,
and the values the user speci�ed on these aspects in the review are
q1,q2 · · ·qK , respectively. We thus build the following conversation
for this user-item purchase behavior,

ui ! Q0 | Q1A1,Q2A2 · · ·QKAK | �j
= Q0(c) | Q1(p1)A1(q1) · · ·QK (pK )AK (qK ) | �j

(1)

where Q0 is the initial request constructed from the product cate-
gory c , Qk (1  k  K) is the question asked by the system, which
is constructed with the aspect pk , andAk (1  k  K) is the answer
from user, which is the review sentence containing the aspect pk
and value qk . Finally, item �j is purchased by the user as the con-
clusion of the conversation. The system questions are constructed
with prede�ned language patterns in practice, meaning that what
the system needs to predict is only the aspect used to generate a
question. For intuition, an example conversation generated from
the Amazon Electronics review dataset is shown as follows.

Conversation initiated by user ID=AQGUDK0MSQ95L
U: Can you �nd me a tablet on Amazon?
S: Sure, any requirement on the network?
U: Built-in free wireless data network.
S: Any preference on the memory?
U: 2GB of internal memory as well as a microSD expansion
slot for additional memory.
S: Any preference on the battery?
U: Battery is removable and user-replaceable.
Result: Product ID=1400532620.

By constructing a conversation in this way, we are actually as-
suming that those aspects that are mentioned earlier in a review
tend to be more important for the user on this item. As a result, we
train a model that also generates questions about aspects preferred
by the user earlier than other aspects.

It is worthwhile noting that training a practical (neural) conversa-
tional model requires large-scale training data, but such real-world
conversation data seldom exists. Recent research in conversational

Implemented by memory network (Supervised Learning) Implemented by reinforcement learning
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Mechanisms of language understanding and 
response generation in CRSs.

Most CRSs are based on
templates, since the focus is the
recommendation, not the
language.
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• Two philosophies of handling raw language in dialogue systems

Pipeline structure

End-to-end structure

Figure Credit: Zhang et al. Recent Advances and 
Challenges in Task-oriented Dialog Systems
(Science China’ 20)
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Figure 1: Our proposed model for conversational recommendations.

architecture, but we modify the decoder so that it can take explicit movie recommendations into
account and we modify the encoder to take general purpose sentence (GenSen) representations
arising from a bidirectional Gated Recurrent Unit (GRU) [23] as input. Since our new dataset here
consists of about 10k dialogues (which is relatively small for deep learning techniques), we use
pre-trained GenSen representations obtained from the encoder outlined in Subramanian et al. [21].
These representations have led to higher performance across a variety of new tasks in lower data
regimes (e.g. with only 10k examples). We use the embeddings and first layer of the GenSen sentence
encoder which are pre-trained on multiple language tasks and we keep them frozen during training
of our model. To deal with the issue of how to process movies discussed in the dialogue using the
@movie for movie entities, @movie tokens in the input are replaced by the corresponding word
tokens for the title of the movie.

More formally, we model each utterance Um as a sequence of Nm words Um = (wm,1, ..., wm,Nm)
where the tokens wm,n are either words from a vocabulary V or movie names from a set of movies
V �. We also use a scalar sm � {⇥1, 1} appended to each utterance to indicate the role (recommender
or seeker) such that a dialogue of M utterances can be represented as D = ((U1, s1) , ..., (UM , sM )).
We use a GRU to encode utterances and dialogues. Given an input sequence (i1, ..., iT ), the network
computes reset gates rt, input gates zt, new gates nt and forward hidden state

⇥⇤
h t as follows:

rt = �
�
Wirit +Whr

⇥⇤
h t⇥1 + br

⇥
, zt = �

�
Wizit +Whz

⇥⇤
h t⇥1 + bz

⇥

nt = tanh
�
Winit + bin + rt ⌅ (Whn

⇥⇤
h t⇥1 + bhn)

⇥
,

⇥⇤
h t = (1⇥ zt) ⌅ nt + zt ⌅

⇥⇤
h t⇥1

Where the W⇤⇤ and b⇤ are the learned parameters. In the case of a bi-directional GRU, the backward
hidden state

⇧⇥
h t is computed the same way, but takes the inputs in a reverse order. In a multi-layer

GRU, the hidden states of the first layer
�⇥⇤
h (1)

1 , ...,
⇥⇤
h (1)

T

⇥
(or the concatenation of the forward and

backward hidden states of the first layer

⇤⇥⇤
h (1)

1⇧⇥
h (1)

1

⌅
, ...,

⇤⇥⇤
h (1)

T⇧⇥
h (1)

T

⌅
for a bi-directional GRU) are passed

as inputs to the second layer, and so on. For the utterance encoder words are embedded in a 2048
dimensional space. Each utterance is then passed to the sentence encoder bi-directional GRU. The

final hidden state of the last layer is used as utterance representation u =

⇤⇥⇤
h (⇥1)

T⇧⇥
h (⇥1)

T

⌅
. We obtain a

sequence of utterance representations u1, ...,uM . To assist the conversation encoder we append a

5

A classic CRS with
end-to-end structure.

Figure Credit: Jianfeng Gao, et al. Neural Approaches to Conversational AI: Question Answering, Task-oriented 
Dialogues and Social Chatbots. Now Foundations and Trends.



1958

University of Science and Technology of China

Chongming Gao

Dialogue Context

Maybe you can see the upcoming

Spider-Man

Predict

Self-
Attention

Softmax

Self-
Attention

Emb SA KA FFN

FFN

Decoder

Encoder

MIM

Lookup Table

GCN

S1: Can I help you today?

S2: I would like to 
watch a popular movie
now.

S3: I recommend the 
Marvel series movie The 
Avengers. Have you seen 
it?

S4: I have seen it, the
superhero is really cool! 
Could you give another 
recommendation?

… … …

Graph-based Semantic Fusion Recommender System

Dialogue System

ConceptNet

superhero batman
powerful

hero

intelligent 
agent

Captain
America

Emb SA

KA CA

DBpedia
creation

partic
ipateproducer starring

Words

Items Lookup Table

Softmax

…

Extract

V(#)

N(#)

0.85 Spider-Man …0.62

Spider-Man

…

…

RGCN Movie 
Embeddings

⊕gating 
network

Self-
Attention Captain 

Marvel

Spider-Man

0.9

… … …

Matching 0.7'(#)

((#)Self-
Attention

User 
Embedding

)*

Figure 1: The overview of our model with a movie recommendation scenario. Here,“SA”, “KA”, and “CA” denotes self-a�ention,
KG-based a�ention and context-based a�ention, respectively.

where n4 and vF are the learned node representations for entity
4 and word F via KGs, respectively, T 2 R3⇢⇥3, is the transfor-
mation matrix that aligns two semantic spaces, and f (·) is the
sigmoid function. To apply the MIM method, we can consider all
the word-entity pairs co-occurring in a conversation as positive,
while random word-entity pairs are considered as negative. By in-
tegrating Eq. 5 into Eq. 4, we can derive the objective loss over
all the conversations and minimize the loss with an optimization
algorithm.

However, a conversation usually contains a number of contextual
words, and it is time-consuming to enumerate all the word-entity
pairs. Besides, some of these words are noisy, which is likely to
a�ect the �nal performance. Here, we add a super token F̃ for
a conversation, assuming that it is able to represent the overall
semantics of the contextual words. Instead of considering all the
word-entity pairs, we only model the relation between each entity
and the super token F̃ using the 6(·) function. We utilize self-
attention mechanism for learning the representation of F̃ :

vF̃ = V(⇠) · " , (6)
" = softmax(b> · tanh(WUV(⇠) )),

where V(⇠) is the matrix consisting of the embeddings of all the
contextual words in a conversation ⇠ , " is an attention weight
vector re�ecting the importance of each word, andWU and b are
parameter matrix and vector to learn. Using such a super token, we
can signi�cantly improve e�ciency and identify more important
semantic information from the entire conversation.

In order to e�ectively align the semantic space of the two KGs,
we adopt the MIM loss for pre-training the parameters of the GNN
models in Section 4.1.1 and 4.1.2, which forces the two semantic
spaces to be close at the beginning. During the �ne-tuning stage,
we treat the MIM loss as a regularization constraint for GNN to
prevent over�tting.

With the representations of the fused KGs, we next describe how
to make recommendations and generate utterances in Section 4.3
and 4.4, respectively.

4.3 KG-enhanced Recommender Module
Given the learned word and item representations, we study how to
generate a set of items for recommendation in CRS.

A key point for recommendation is to learn a good representation
of user preference. Di�erent from traditional recommender systems,
following [4, 18], we assume no previous interaction records are
available. We can only utilize the conversation data to infer user
preference.

First, we collect all the words that appear in a conversation 2 .
By using a simple lookup operation, we can obtain the word or
item embeddings learned through the graph neural networks in
Section 4.2. We concatenate the word embeddings into a matrix
V(⇠) . Similarly, we can derive an item embedding matrix N(⇠) by
combining the embeddings of items.

Next, we apply the similar self-attentive mechanism in Eq. 6 to
learn a single word vector v (⇠) for V(⇠) and a single item vector
n(⇠) forN(⇠) . In order to combine the two parts of information, we
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Another example CRS that
considers comprehensive
information based on the
deep dialogue system

Figure Credit: Kun Zhou, et al. Improving Conversational Recommender 
Systems via Knowledge Graph based Semantic Fusion. KDD’ 20

Multi-task
loss function
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p Problems in existing CRSs based on dialogue systems:
• Focusing on deep end-to-end NLP models to fit the patterns from

human conversations.
• Failure to generate new conversation;
• Failure to produce satisfying recommendation (Jannach et al.).

p However, it is worthy of trying, since natural language have the
advantages:
• Flexible.
• Natural for users.

Source: Dietmar Jannach and Ahtsham Manzoor. 2020. End-to-End Learning for 
Conversational Recommendation: A Long Way to Go? (RecSys Workshop 2020)
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Ø Question-based User Preference Elicitation.
Ø Multi-turn Conversational Recommendation Strategies.
Ø Natural Language Understanding and Generation.
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Arm 1 Arm 2 Arm 3

Reward distribution

!(#)
∆(#)

∆(#)

Multi-armed Bandit problem: A gambler needs to decide which arm to
pull to get the maximal reward.

He can only estimate the
statistics, e.g., the mean 𝜇 𝑎
and uncertainty ∆ 𝑎 of each
arm by doing experiments.
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• Greedy: trivial exploit-only strategy
• Random: trivial explore-only strategy

2/5 0/1 3/8 1/3 ...
Arm 1 Arm 2 Arm 3 Arm 4

#(Successes)

#(Trials)

Trade-off

Exploitation
(Earning)

Exploration
(Learning)

ü Takes advantage 
of the best option 

that is known.

ü Take some risk to 
collect information 

about unknown options

Multi-armed bandit example: which arm to select next? 

• Epsilon-Greedy: combining Greedy and Random.
• Max-Variance: only exploring w.r.t. uncertainty.

Common intuitive ideas:
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E&E-based methods adopted in IRSs (interactive RSs) and CRSs
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An exemplar CRS that uses contextual bandit model.Seamlessly Unifying A�ributes and Items: Conversational Recommendation for Cold-Start Users 9

Fig. 2. The example of ConTS’ actions during a whole conversational recommendation process for cold-start
users. Orange blocks represent operations, green blocks represent parameters and blue blocks resemble agents
in the scenario.

estimate the preference of new users. Without any previous information, it is reasonable to assume
that the preference of new users to be the average of exsing users’. Thus, we initialize -D as the
average embedding of existing users while following the convention to initialize BD as identity
matrix. Speci�cally, ifU>;3 denotes the collection of all embeddings of existing users, then,

u8=8C =
1
#

#’
8=1

u8 , u8 2 U>;3 . (5)

Correspondingly, the intermediate variable fD is also initialized with u8=8C since fD is updated by
Eq 14 (i.e., -D = B�1

D fD , where BD is initialized by identity matrix).
After initialization, ConTS starts a MCR session to interact with the user. At the beginning of

each turn C = 1, 2, ...,) in a MCR session, ConTS samples fromN(-D, ;2B�1
D ) to get user embedding

ũ7. The sampling is the key step to achieve EE balance. On one hand, ConTS uses the mean -D to
control the expectation of the sampling result to exploit user’s currently known preference. On
the other hand, ConTS uses covariance ;2B�1

D to model the uncertainty about the estimated user
preference, which decides how ConTS explore user’s latent unknown preference.

4.3 Arm Choosing
Once obtaining user embedding by posterior sampling, the agent needs to take an action, either by
asking an attribute or recommending items. This is much more complex than existing contextual
Thompson Sampling methods where the action is simply to choose an item to recommend. In the
MCR scenario, a CRS needs to consider more questions: 1) what attributes to ask, 2) what items to
recommend, and 3) whether to ask or recommend in a turn. To address those problems, ConTS
adopts a simple but e�cient strategy to model all the items and attributes as undi�erentiated arms

7Note that both -D and ;2B�1
D are changed in each turn according to user feedback (see Section 4.4).

, Vol. 1, No. 1, Article . Publication date: October 2020.

The core idea:
There are N+M arms (actions).
Each arm corresponds to either:
(1) asking a question out of N
questions, or
(2) making a recommendation
out of M.
The model will decide.

Figure Credit: Shijun Li et al. Seamlessly Unifying Attributes and Items: 
Conversational Recommendation for Cold-Start Users. TOIS’ 2021. 
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Two kinds of Evaluation metrics:

p Turn-level Evaluation
p Evaluation of Recommendation:

RMSE, MSE, recall, precision,
F1-score, Hit, NDCG, MAP, MRR

p Evaluation of Dialogue
Generation: BLEU, Rouge

Which Pop singer do you like?

Hope you enjoy this song:

What category of music do you like?

I want some music. 

Pop.

Jay Chou.

By Jay Chou
七里香 Qi-Li-Xiang

p Conversation-level Evaluation:
p AT (Average turn), the lower the

better as the system should achieve
the goal as soon as possible.

p SR@k (success rate at k-th turn),
the higher the better.
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User simulation:
p Motivation: since the real-time interaction between the

machine and user is:
p Very slow, very sparse, hard to collect.
p Hurting user experience when the user does not like the

recommended items.

p Therefore, a natural solution is to simulate fake users.
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Methods of
user simulation:

p Using direct interaction history of users
p Similar to traditional recommendation.
p Disadvantage: Very sparse.

p Estimating user preferences on all items in advance
p Solved the missing data problem
p Disadvantage: May introduce estimating error

p Extracting from user reviews
p Explicitly mentions attributes, which can reflect the personalized 

opinions of the user on this item.
p Disadvantage: Hard to distinguish user sentiment

p Imitating human conversational corpora
p Used in the dialogue system-driven CRSs
p Disadvantage: non-transparent and hard to interpret
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CRSSimulated user
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Great, let’s do this! Start by giving me ONE 
movie you like and some reasons why. 

     Hello, I am looking for a movie to watch.

Bill Condon directed this movie.

     I like the remains of the day because I                    
     like psychological movies.

 Got it. About to jump into lightspeed! I'll 
have your movies ready for you in a flash!

You should try Kinsey! 
I also found The Master!

     Who is the director of Kinsey?

     How is its rating?

It is rated 7/10 in IMDb.

      Awesome, I will watch it. 

Bot

C = [ type = film; genre = psychology; name = [“R..”, …] ]

R = [ director =; rating = ]

disclose (type=film)
disclose(name=“R..”)
disclose (genre=psy.)
navigate (director)
navigate (rating)
note
complete

disclose (name=“I..”)
disclose (genre=psy.)
navigate (director)
navigate (rating)
note
complete

navigate (director)
navigate (rating)
note
complete

navigate (rating)
note
complete

note
complete

Cheers! Bye!

Bot

Bot

Bot

Bot

Bot

     I like Requiem for a Dream.

I’m pretty solid on a bunch of things so far, 
but not on this request. Can you give a 
different movie? 

reveal (name)
disclose (name=“xx”)
disclose (genre=psy.)
navigate (director)
navigate (rating)
note
complete       Thanks!  Bye!

complete

Figure 3: Example dialogue with agenda sequence and state transition. The agenda is shown in square brackets. The third
agenda is a result of a push operations, all other agendas updates are pull operations.

otherwise push. For pull operations, the state transition probability
simpli�es to:

P(st+1 |At , st ) = P(At+1 |At ,�t+1) . (1)

For the push operation, we need to �nd a replacement action eat ,
which remains to have the same goal as the original action at . The
state transition probabilities are then computed according to:

P(At+1 |At ,�t+1) = P(eat |At ,�t+1) . (2)

The agenda updates, namely, the pull operation (P(At+1 |At ,�t+1))
and �nding the replacement action in case of a push operation
(P(eat |At ,�t+1)) are informed by the interaction model, and will be
detailed in the next subsection.

To sum up, we switch between pull and push (replace) operations
by checking if the user action is met with an appropriate agent
response. The dialogue is terminated when the agenda is empty.

4.2 Interaction Model
The interaction model de�nes how the agenda should be initialized
(A0) and updated (At ! At+1) throughout the conversation. We
consider two interaction models: (1) an existing general-purpose
conversational interaction model, QRFA, which will serve as our
baseline, and (2) our model, CIR6, which is developed speci�cally
for the conversational item recommendation task. Before we detail
these models, we need to specify the space of possible user actions.

4.2.1 Action Space. Webase our user actionsA on agent-human
interactions for conversational search by Azzopardi et al. [3], which
are listed below (with examples taken from [3]).
• Disclose: The user expresses the information need either ac-
tively, or in response to the agent’s question (“I would to arrange
a holiday in Italy.”).

• Reveal: It refers to the user revising, re�ning, or expanding
constraints and requirements (“Actually, we need to go on the
3rd of May in the evening.” or “Can you also check to see what
kind of holidays are there available in Spain?”).

• Inquire: Once the agents starts to show recommendations, the
user may ask for related items (“Tell me about all the di�erent

things you can do in this place.” ), or ask for similar options
(“What other regions in Europe are like that?”).

• Navigate: In our de�nition, navigation entails both actions
around navigating a list of recommendations (“Which one is the
cheapest option?”) as well as questions about a certain recom-
mended item on the list (“What’s the price of that hotel?”).

• Note: During the conversation, the user could mark or save
speci�c items (“That hotel could be a possibility.” or “Save that
hotel for later.”).

• Complete: Finally, the user can mark the end of the conversa-
tion (“Thanks for the help, bye.”).

Note that we only use user actions to compose the agenda. That
is, we generate the next action in the agenda directly based on the
current user action, while treating the agent much like a black box.
We assume, however, that the simulator can “understand” a set of
agent actions. Speci�cally, we consider the agent actions listed in
Table 1 (for a detailed description of each, we refer the reader to [3]).
The NLU is trained to recognize this set of agent actions. Then, at
each turn, the agenda-based simulator can determine whether the
agent responds to the user with an appropriate action (as captured
by the indicator function � ). For example, an Inquire user action
can accept List or Elicit as an agent response; the full mapping is
excluded due to space constraints and will be made available online.

4.2.2 QRFA Model. QRFA (Query, Request, Feedback, and Ac-
cept) [35] is a general model for conversational information seeking
processes. It uses a simple schema for annotating utterances, with
four basic classes: two for user (Query and Feedback) and two for
agent (Request and Answer); see Fig. 4. Vakulenko et al. [35] use this
model to discover frequent sequence patterns in dialogs with the
help of process mining techniques. QRFA provides good �exibility
and generalizability to a wide number of use cases. However, we
need to make some adjustments before it can be applied in our sce-
nario. First, for simulation purposes, where we are only interested
in the user side, which has only two high-level classes (Query and
Feedback). We subdivide these to provide a more �ne-grained level
of detail. Speci�cally, we divide the action set we use in this paper

2020-05-16 08:40. Page 4 of 1–9.

Disclose Inquire Navigate Note

Reveal

Complete

Stack-like simulation
strategy

Defined state transition rule Figure Credit: Shuo Zhang and Krisztian Balog. Evaluating Conversational 
Recommender Systems via User Simulation. KDD’ 20
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Datasets:

Simulated from
traditional RS data
(without dialogues)

Collected with
dialogue data
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Exploration and 
Exploitation.
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§ Question-based User 
Preference Elicitation.

§ Multi-Turn Conversational 
Recommendation Strategies.

Conversation
Strategy
Module

§ Evaluation and User Simulation.
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Figure Credit: Jiawei Chen, Hande Dong, Xiang Wang, Fuli Feng, Meng Wang, and Xiangnan He. 
2020. Bias and Debias in Recommender System: A Survey and Future Directions. arXiv preprint
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p How to handle negative feedback?
p How to design the reward function based on the

feedback?
p How to do E&E in sparse interaction?

User
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§ Question-based User 
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§ Multi-Turn Conversational 
Recommendation Strategies.

Conversation
Strategy
Module

§ Evaluation and User Simulation.
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p To import word-level, concept-level knowledge graph
p To import visual, sound modality
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p How to simulate reliable users?
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